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ABSTRACT 
In this paper is presented a technique concerning the machine learning 

using computer vision data for the detection of defects on the steel surface. The 

early detection of defects can reduce the product damage and manufacturing 

cost. Moreover, it provides information that will provide data concerning 

quality of products and correct classification and this means that the product 

will not be rejected by the customer and avoid other costs. The non-contact 

inspection of the surface defects using the computer vision has become very 

popular in manufacturing industrial systems as it provides reliable and fast 

results. The machine learning achieved impressive results in image 

classification tasks, though it requires the previous learning phase to be 

completed. The proposed machine learning technique allows fast identification 

of defects and also permits learning during the process. 
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1. INTRODUCTION 
 

Steel is the industry’s most important material. Flat 

steel products are used in a wide area of steel 

products. Surface defects detection are of 

paramount interest for production, in order to 

decide if the product is accepted by customers and 

decide the use taking into account level of quality.  

Defect detection using the image processing is 

a field of machine vision largely used in industry in 

industry. The main advantages are high quality 

control as well as high speed, continuous control. 

There are numerous applications in control, such as 

the steel surfaces in control such as steel surfaces. 

Scholars and industry have developed very reliable 

systems for the automatic inspection of surfaces of 

all kind of mass produced goods [1][2][3].  

The image processing is composed of several 

steps. First, the system the image is acquisitioned 

usually from video streams. This needs suitable 

cameras and a lighting system, which requires 

special attention when choosing camera as well as 

the type of lighting. On the market there is a wide 

number of cameras with different specifications, 

such as frame rate up to 10 000 frames/s or 

multispectral camera. Also, there are wide 

commercial offers for different types of lighting 

system. Once the images are acquisitioned, the next 

step is the computer vision processing to extract the 

features required for the specific application for 

identification of specific defects. The algorithm 

returns the presence of a specific defect [4][5][6].  

The state-of-the-art development shows that 

Support Vector Machines (SVM) algorithm [9] 

achieve very good performance in the classification 

of defect [10]. The SVM uses the idea of finding a 

hyper plane to separate “good” solutions in respect 

to the “not good” solutions. This algorithm is used 

when various defects are separable, as seen in 

Fig.1.  

  

 

 
Fig. 1. The diagram of our proposed voting 

strategy for 4 classes [10] 
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There are also research teams that use the 

Artificial Neural Networks (ANN) [5] that require 

training using previously trained data.  

 
Fig. 2. CNN architecture for surface defect 

detection: two convolutional and pooling layers 

and a fully connected layer [11] 

 

A CNN is a multi-layer neural network 

architecture that is able to learn using previous data 

in order to achieve the identification of a specific 

feature (Figure 3). 

 
Fig. 3. Visualization of the output features from the 

second hidden layer when applying an autoencoder 

on: (a) grayscale images, (b) gradient images, and 

(c) the binary images [12] 

The convolutional neuronal networks are 

widely used to achieve satisfactory results. 

Important advances can be achieved by learning the 

discriminative features that are representing a 

specific defect (see Fig.2) [11].  

The concept of neural networks is the basic 

algorithm for many deep learning algorithms, 

which means that deep learning networks are 

composed of many layers that continuous transform 

input data to further forward information to the 

next level in the network.   

The choice of a neural architecture depends 

on the application required taking into account the 

features to be detected.  

This paper presents a technique concerning 

the machine learning using the computer vision 

data for the detection of defects on the steel 

surface. The machine learning achieved impressive 

results in image classification tasks using 

supervised learning. The proposed machine 

learning technique allows the fast identification of 

defects and also permits learning during the 

process. 

 

2. THE PROPOSED SOLLUTION 
 

This research aims to propose intelligence 

algorithm along with the computer vision in order 

to allow the user to define the defect in a very fast 

way, intuitive, without the need for a programmer 

or an image processing expert. Consequently, we 

want the user to use the software interface to define 

the defects by selecting the rectangle areas where 

defects are present and introduce some basic 

information. 

There are several descriptors which are used 

to compare.  

1) The Local Binary Patterns (LBP) are used 

to define the spatial structure of grey images that 

are the output after thresholding algorithm.  

2) The Local Binary Pattern Histogram 

Fourier (LBP-HF)] Have the advantages that are a 

rotation invariant descriptor which takes input from 

LBP. In case of most steel defects rotation 

invariance is of utmost importance.   

3) Histogram of Oriented Gradients (HOG): is 

an algorithm that is evaluating the normalized local 

histograms of image gradient. 

As described in Figure 4, the user needs to 

define the defect concerning two aspects. One is 

considering the shape description and the other is 

colour detection. The user should define in a very 

intuitive manner if a certain defect is described 

better by colour, such as in case of rust, or is 

described by shape, such in case of scratches. Also, 

the user might define a defect as described by both 

manners (see Figure 4). 
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Fig. 4. The steps of the proposed technique 

 

Though the user defined some defects, the 

algorithm is capable of novelty detection, and this 

is done using the support vectors algorithm. We are 

aiming the user to use software with simple 

interface in order to detect novel defects even no 

previous training or indication. In the SVM model 

there are left several free parameters, which can be 

determined automatically.  

Rust is one of the most common surface 

damages of steel structures. As the rust has a 

specific colour, the detection is not a very difficult 

aim, however, the characterisation in an automated 

way is quite challenging.  

We used in our application the detection of 

rust, using this defect as novelty detection, without 

previous training. There are authors who have 

computed several statistic variables of RGB colour 

channels from one image aiming to define a 

multivariate discriminant to detect rusts. We used 

the RGB space as well as CMYK for the detection 

based on colour. 

To eliminate and compensate the variation of 

results due to light condition, we used pattern 

classifiers based on the K-means method. SVM is 

used for finding the optimal separating areas for 

rust to non-rust areas. 

Figure 5 shows the results of the rust areas 

detecting, with the rust used as novelty detection, 

with no previous definition of features.  

 

 
Fig. 5. Detection of rust areas – defined as novelty 

detection 
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Figure 6 displays a classic transformation of 

images using the thresholding followed by contour 

detection and deleting the blobs with minimum 

areas. 

 

 
Fig. 6. Basic image processing 

 

This basic transformation from the computer 

vision algorithm is used in order to extract features. 

The algorithm allows detecting novel defects 

without the user to select magnification or to 

perform measuring the scale of magnification. This 

is an important feature for an intelligent algorithm, 

to be highly adaptable to wide area of settings 

(Figure 7). 
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Fig. 7. Proposed algorithm for training 
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Fig. 8. Image aspect of rust area 

 

The rust areas detection and novelty defect 

detection can be detected even though a partial 

focused image, where closer areas are visible and 

we can extract features while some areas are 

blurred due to non-focus of cameras. This emerges 

when camera position is altered or steel surface is 

not plane and parallax errors are present. 

The software used is Visual Studio along 

with Opencv computer vision library for computer 

vision basic image processing algorithm.  

 

 
 

   
Fig. 9. Different aspects of steel, provided as input 

for non-deffective 

 
Fig. 10. Detection of defect as novelty defect 

 

We evaluate the performance and efficiency 

of the proposed approach using 2000 real images. 

The database contains only 30 images of defective. 

First, we will assess the ability of our algorithm to 

classify the defective images using the training of 

non-defective.  

 

 
Fig. 11. Error rate in case of image variation 

 

The results demonstrate that the proposed 

algorithm can be successfully applied using 

different magnification scale. Second, we evaluate 

the sizes of images for detecting and localizing 

defects in images. We compare, see Fig. 11 the 

performances of different size of images. 
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3. CONCLUSIONS 
 

This paper presented an intelligent-based algorithm 

in order to detect defects on steel. We propose an 

algorithm to define in a very intuitive manner for 

the user of defects. Besides, the artificial 

intelligence algorithm allows for detection of 

novelty defects that are not defined by the user. 

The algorithm that uses classic approaches in 

computer vision and artificial intelligence need to 

be further developed in order to detect a wide 

spectrum of defects.  
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